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This paper contributes to the state of the art in Cartesian-grid methods through develop-
ment of new advection and reconstruction Volume-of-Fluid (VOF) algorithms which are
applicable to two and three-dimensional flows. A computationally efficient and second-
order VOF reconstruction method is presented which uses no inversions to determine
the interface normal direction. Next, the lack of conservation of fluid volume in previous
VOF advection methods are shown to be due to improper treatment of one-dimensional
stretching in the velocity field. This paper uses simple explicit time stepping and a cell-cen-
ter estimate of the volume fraction in the dilatation term to achieve a completely conser-
vative advection method. The new methods are simple, robust and shown to out perform
existing approaches for canonical test problems relevant to breaking wave flows.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

The free-boundary in multi-phase flows (systems with two or more fluid materials, i.e., those with a liquid/gas interface)
presents a severe computational modeling challenge. By definition, the position and forcing on a free-boundary is unknown a
priori which greatly complicates the solution of the boundary value problem of the fluid system. While methods which rely
on linearization or surface tracking (such as [1]) have been successfully used to model low-steepness free-surface flows, they
have a limited ability to model energetic and topologically complex free-boundaries such as breaking waves.

Methods which immerse physical boundaries on Cartesian background grids can model complex multi-phase flows and
are well suited to study energetic and breaking waves. These so-called ‘surface capturing’ methods use a characteristic func-
tion to define the location of the free surface in time. Because the grid does not follow the material interface the numerical
problems of grid skew and connectivity are avoided.

The function describing the fluid type, the so-called fluid ‘color function’, cð~xÞ is defined as
cð~xÞ ¼
1 if ~x 2 ‘dark’ fluid
0 if ~x 2 ‘light’ fluid

�
ð1Þ
In the physical simulations to follow, the dark fluid is water and the light fluid is air but any appropriate two-phase flow (oil
and water, etc.) can be simulated. If the color-function is known it is simple to determine the spatially variable fluid property
fields, for example
qð~xÞ ¼ qwcð~xÞ þ qa½1� cð~xÞ� ð2Þ
. All rights reserved.
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where the (assumed constant) densities of water qw and air qa have been used with the color-function to define the global
field qð~xÞ. Using this field in the momentum equation allows one velocity field to describe the complete flow over both the
air and water, and explicit definition of the interface location is not required. This is what enables flows with arbitrarily com-
plex topology to be simulated.

There are different classes of free-boundary capturing methods, notably the level-set method and the Volume-of-Fluid
(VOF) method. Level-set methods are a well established and vibrant research topic. Recent papers have applied level-set
methods to the direct numerical simulations of turbulent breaking waves [2] and recent extensions of level-set methods
have achieved sharp interface characteristics [3]. However, in this paper we focus on improvements to the direct VOF meth-
od. Variations of VOF have been used in CFD simulations for more than 25 years [4], and the use and improvement of VOF for
complex free-surface flows is a subject of active current research, e.g. [5].

In the VOF method, the characteristic function f is obtained by integrating the color-function over each of the computa-
tional volumes X:
f ¼
R

X cð~xÞdv
DX

; ð3Þ
where DX �
R

X dv is the volume of the cell. The field f is called the volume fraction, and bounds on it follow immediately
from Eqs. (1) and (3):
0 6 f 6 1 ð4Þ
which state that a cell cannot be less than empty or more than full. An additional benefit of VOF is that conservation of f
ensures conservation of the volume of each fluid type in the system, by definition. This important property is lost when using
level-set capturing methods.

There are, however, still fundamental open problems in computing dynamic free-surfaces with the VOF method. First is
the problem of interface reconstruction, wherein the values of the volume fraction in a local group of cells are used to recon-
struct the explicit location of the interface. First-order assumptions were used in the original VOF methods which simplified
the reconstruction and flux calculation process, but they result in extremely poor performance [6]. In [7], a set of analytic
equations is presented which relate the intercept of a linear interface with the volume fraction once the normal is known.
However, determining the normal direction is not trivial and [6] shows that a poor estimation can limit a linear reconstruc-
tion to first-order convergence.

Ref. [6] suggests two second-order methods for determining the normal, the so-called LVIRA (Least-square Volume-of-
fluid Interface Reconstruction Algorithm) and ELVIRA (Efficient Least-square Volume-of-fluid Interface Reconstruction Algo-
rithm) methods. Both are based on generating a linear interface which minimizes the volume fraction error in the surround-
ing cells (3 � 3 in 2D and 5 � 5 � 5 in 3D) and has zero error in the central cell. While LVIRA and ELVIRA are second-order
reconstruction methods, they both require repeated generation and inversion of ‘trial interfaces’. LVIRA iteratively minimizes
the squared error using a nonlinear minimization technique. As such it involves an unknown number of inversions for the
volume fraction in each of the cells in the local block. In ELVIRA, a finite set of equations (six in 2D) generate the ‘trial inter-
faces’. Ref. [6] shows that at least one of these equations reconstructs a linear interface exactly, however, that reference does
not fundamentally relate the form of these equations to the interface normal, nor does it deal with extensions to 3D or non-
uniform grids.

The second open problem in VOF free-surface simulation is the conservative advection of the volume fraction field f. The
field c and other fields based on it, such as f and q, are discontinuous across the interface. Smoothing the color-function is not
an option because it results in an uncontrollable widening of the transition between water and air, as discussed in [8]. This
issue, along with condition (4) make proper transport of the volume fraction nontrivial. In fact, there are no conservative VOF
transport methods for three-dimensional (3D) flows in the literature [9]. Volume conservation is a zeroth-order condition
(equivalent to mass conservation in the flow solver) and its violation results in many non-physical characteristics such as
spurious flotsam and jetsam and high-frequency fluctuations in interface pressure.

References such as [6,10] present unsplit advection algorithms based on geometric flux integrations along approximated
characteristics of the velocity field. These are, however, algorithmically complex particularly for three-dimensional flows. In
addition, such methods often violate conservation drastically [11], due to overshooting of condition (4). Algorithms which
split the advection problem along each Cartesian component are prevalent [10,8] and much less complex but still have
not produced a conservative 3D method. A recent paper [12] investigates this problem in detail and [9] develops a two-
dimensional algorithm EI–LE (Eulerian Implicit–Lagrangian Explicit) which conserves the volume fraction exactly. Unfortu-
nately, this is dependent upon a two-dimensional divergence-free velocity field and the mathematical analysis in that work
does not naturally extend to 3D.

Solutions of the reconstruction and advection problems, in an otherwise mature and commonly used method such as VOF,
are therefore overdue. A recent paper by Weymouth et al. [13] briefly presents new efforts in this direction and this paper is a
continuation of that work presenting practical solutions to both the reconstruction and advection problems.

In Section 2 the transport problem is presented in further detail. Section 2.1 demonstrates the nonlinear connection be-
tween gradients of the volume fraction and the interface normal in the reconstruction problem. Utilizing this, a second-order
and computationally efficient reconstruction method is developed which requires no inversions of ‘trial interfaces’. Section
2.2 discusses the stretching of the volume fraction field f in an operator-split algorithm which is the primary difficulty in
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conservative algorithms of this type. A new and simple advection algorithm is presented which anticipates such stretching,
enabling it to be fully conservative. Both the reconstruction algorithm and advection algorithm are easily applicable to two
or three-dimensional flows on uniform or nonuniform Cartesian background grids. Section 2.3 presents a series of canonical
tests of the advection method including a new corner flow test which highlights the need for test cases with flow stretching.
Finally, in Section 3, the complete VOF method is used in a Cartesian-grid flow solver to simulate two test flows, a simple
linear wave and a large-amplitude breaking wave in 3D.
2. Volume fraction transport equation

The transport equation for the color-function is based on the conservation of fluid type for any material fluid point. The
color-function conservation equation is simply
Fig. 1.
Determ
Dc
Dt
¼ @c
@t
þ~u � ~rc ¼ 0: ð5Þ
As discussed in Section 1, the gradients of c are not defined across the interface (and are zero elsewhere), but such gradients
can be avoided by using an integral form of the transport equation. This is derived by integrating (5) over each cell, integrat-
ing the second term by parts and using the divergence theorem to obtain:
@

@t

Z
X

c dv þ
I
@X

cun ds ¼
I

X
c~r �~udv ; ð6Þ
where the term on the right hand side is the dilatation of dark volume, equal to zero in an incompressible flow. Eq. (6) is in
fact a conservation equation for the volume fraction f instead of the color-function. Thus, the transport equation is written
compactly as
@f
@t

DXþ Fnet ¼
I

X
c~r �~udv ð7Þ
where Fnet is the net flux of dark fluid out of X.
The volume fraction is updated in time by solving (7) in two steps. First, the reconstruction step in which the explicit

interface location is locally approximated from the volume fraction field. Second, the advection step in which the fluxes
are computed and (7) is integrated forward in time.

2.1. Reconstruction method

In order to accurately compute the fluxes in (7) the free-interface must be locally reconstructed. A 2D example is sketched
in Fig. 1. On the left is the true free-interface location, however, the only information available is the value of the volume
fraction f for each cell.

As stated above, a local linear reconstruction is required of the form
~m �~x ¼ a ð8Þ
where ~m is the surface normal vector and a is the intercept. Because the descriptions are local, the surfaces do not generally
match on the boundaries as shown in Fig. 1. Determining the value of a and ~m from f for each cell on the interface ð0 < f < 1Þ
Schematic of a typical 3 � 3 block of cells in 2D. On the left is the exact interface and on the right is the linear reconstruction which maintains f.
ining the local linear interface from the volume fractions defines the reconstruction problem.
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is the reconstruction problem. As noted in the introduction, closed form solutions for a ¼ aðf ; ~mÞ and f ¼ f ða; ~mÞ are available
in 2D and 3D but determining the interface normal as a function of the local volume fractions is nontrivial.

In level-set methods, the unit normal vector is computed simply by taking the gradient of the interface distance function.
Such a function is not available in VOF. Typical reconstruction methods make use of an analogous thinking in estimating the
normal ~m as some finite difference of the local volume fraction field. However, this analogy is confused as gradients of f are
not analytically defined across the interface. Pilliod and Puckett [6] demonstrate that such methods do not result in second-
order estimates of the normal, although the ELVIRA method is a successful amalgamation of such difference formulae.

Examination of the interface equation is the key to uncovering an exact relationship between the normal and the volume
fraction field. As the length of ~m is arbitrary, (8) for 2D can be written as
Fig. 2.
of the c
center
y ¼ a�mx; ð9Þ
where the y-component of the normal has been set to 1. If values of y on the interface were known, the normal could be
easily established using
m ¼ � @y
@x
: ð10Þ
These values of y are not known (we have no distance function in VOF), however, we can utilize the mean-value theorem to
estimate y from the only information available, the finite volume f. We define the mean-value of the interface as the integral
of that function divided by the integration width,
�y ¼
R b

a yðxÞdxR b
a dx

ð11Þ
which is equal to yða=2þ b=2Þ for a linear interface. When the interface does not pass through the top or bottom boundary of
a cell, (11) may be related to the volume fraction by
�y ¼
R

X c dvR
@X dx

¼ fDy: ð12Þ
Taking a cue from previous reconstruction methods, we increase the chances of the interface staying within the upper and
lower boundary by tripling the height of the cell as shown in Fig. 2. In that figure the original cells are summed vertically
resulting in three concatenated cells. As shown in the figure, this ensures that at least two extended cells accurately estimate
the interface position (�y – fDy in the left concatenated cell because the interface crosses the upper boundary of that ex-
tended cell). Using finite differences on those two accurate interface heights reproduces the normal exactly for a linear inter-
face, the requirement for a second-order reconstruction method.

With Eq. (12) and the understanding of its range of validity, we develop a general reconstruction process on Cartesian
grids without inverting ‘trial interfaces’. First, we use central differences of f to estimate mx; my (and mz in 3D). This does
not generally lead to the correct value of m but it does give us an estimate of the interface orientation. Define the major axis
(a) Illustration of determining the interface height �y for a linear interface and unit square cells. When the interface does not cross the top or bottom
ell, the volume fraction f is related to �y through Eq. (12). Concatenating cells, as in (b), insures that this condition is met for at least two volumes (the
and right concatenated cells in this example) allowing the exact mean values and normal to be determined from f directly.
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as the one with the largest component of ~m. For discussion, assume this is the z axis. Next, estimate the interface height by
summing in that direction, i.e.,
�zi;j;k ¼
X1

l¼�1

fi;j;kþlDzi;j;kþl: ð13Þ
As shown in the figure, the height of the central cell is always estimated with second-order accuracy. If the central cell is
more than half full then height in the cell ‘downwind’ of the normal (the right cell in the figure) is also estimated to sec-
ond-order. If the center cell is less than half full the ‘upwind’ cell value is estimated to second-order. Finally, compute
mx ¼
@�z
@x

; my ¼
@�z
@y

ð14Þ
using forward or backward differences as appropriate.
The new method allows exact reconstruction of a linear interface in 2D or 3D using only the local 3 � 3(�3) block of cells

and no inversions. As such it represents a significant savings in computation time. On a 2D uniform grid we require only
seven arithmetic operations and two conditional statements to determine a cell’s interface normal. In comparison ELVIRA
requires 6 or 7 operations to determine each of the 6 trial normals, plus coordinate transformations of the trial normals into
each of the 8 surrounding cells, plus inversions of the volume fraction (around 12 operations and 3 conditionals) for all 9
local cells for all 6 trial normals, plus the operations and conditionals to choose the best of the trial normals. The total com-
putational cost of the current method is thus around two orders of magnitude less than the ELVIRA method which itself is an
improvement on the LVIRA method. Because the new method reproduces a linear interface exactly, the method is assured to
be second-order, and this is verified in the following sections. It is used for the remainder of this work.
2.2. Advection method

Once the reconstruction step is complete, Eq. (7) is used to update the volume fractions in the advection step. As noted
above, standard VOF methods use an operator-split advection method wherein the transport problem is split into sequential
updates of the volume fraction in each of the N spatial dimensions. The split version of (7) is:
Df 0ijk
DX
Dt
¼ Fiþ1=2 � Fi�1=2 þ

Z
X

c
@u
@x

dv ð15Þ

Df 00ijk
DX
Dt
¼ Gjþ1=2 � Gj�1=2 þ

Z
X

c
@v
@y

dv ð16Þ

Df 000ijk
DX
Dt
¼ Hkþ1=2 � Hk�1=2 þ

Z
X

c
@w
@z

dv ð17Þ
where G and H are the fluxed dark fluid in the second and third directions; i.e., the fluid is first transported along x, then y,
and then (for 3D flows) z. For brevity, we use a new notation to rewrite (15)–(17) simply as:
Df
DX
Dt
¼ DdFd þ

Z
X

c
@ud

@xd
dv for d ¼ 1; . . . ;N ; ð18Þ
where d is the Cartesian index and DdFd is the net flux in that direction. By treating only one velocity component at a time,
the calculation of the fluxed dark volume can be analytically determined using the relations in [7]. A typical two-dimensional
advection problem is shown in Fig. 3. In this figure the velocities are scaled by Dt=Dx making them local Courant numbers.
With this scaling a donating region upwind of each face can be defined with width equal to the velocity magnitude. The dark
fluid within each region is fluxed into the next cell. In Fig. 3, the fluid in the bottom-right corner of cell ði; jÞ is in two donating
regions. This illustrates that in order to avoid the possibility of fluxing the same fluid into two different cells, the surface
must be reconstructed after each sweep of an operator-split method.

The dilatation term in (18) is required because, at each step of an operator-split algorithm, the volume fraction is ad-
vected in a one-dimensional flow which is not divergence-free. Without accounting for the dilatation of dark volume there
is no way to ensure that condition (4) is met after each step of the algorithm. For example, in Fig. 3 more fluid is being fluxed
in from cell ði� 1; jÞ than space left after fluxing out to cell ðiþ 1; jÞ, meaning that cell ði; jÞ overfills in the first sweep. A recent
paper [12] investigates this effect in detail and shows that no operator-split method in the literature is truly volume conserv-
ing. The conservative advection method developed in that work is mathematically elegant, but unfortunately does not ex-
tend to 3D or nonuniform grids.

The problem of conservation can be stated in terms of a short set of concurrent requirements (see Weymouth et al. [13]).
If for a given algorithm:

1. The flux terms are conservative, and
2. the divergence term sums to zero, and
3. no clipping or filling of a cell is needed due to violation of (4) at any stage;



Fig. 3. 2D diagram of a typical linear VOF surface reconstruction on a 3 � 3 block of cells with scaled velocity components. The donating regions are
depicted as rectangles upwind of each cell face. The dark fluid in each donating region is fluxed to the neighboring cell. While the local velocity field for the
center cell is divergence-free, stretching would cause the cell to overfill in the first step unless the 1D divergence is accounted for.
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then the algorithm must conserve f exactly (to machine precision). The first requirement ensures that any fluid going into one
cell is coming out of another and the second ensures that there is no net source term added to the advection equation. Along
with the third requirement, it is guaranteed that there is no net change in the dark fluid volume regardless of the dimension-
ality of the system.

A simple operator-split method can be designed to meet these requirements for 2D or 3D flows. The fluxes and dilatation
term in (18) must be integrated explicitly to satisfy the first and second conditions. This only leaves flexibility in the estimate
of the integral in the dilatation term. Previous VOF advection methods estimate the integral using the volume fraction f. On
the other hand, the cell center value of the color-function c
cc ¼
1 if f > 1=2
0 else

�
ð19Þ
follows from simple geometry and is equally valid. As long as the field cc is treated fully explicitly (using f from the previous
time step) the simple advection method:
Df ¼ Dt
DX

DdFd þ cc
@ud

@xd
DX

� �
for d ¼ 1; . . . ;N ð20Þ
satisfies the first two requirements. The third condition, of no overfilling or over-emptying, can be enforced with a simple
Courant restriction of the form:
Dt
XN
d¼1

ud

Dxd

����
���� < 1

2
; ð21Þ
guaranteeing that the transport method is fully conservative for general flows. Note that in addition to handling 3D flows,
the algorithm is also applicable to both uniform and clustered Cartesian-grids. The proof of the third condition relies on
bounding the possible flux through each face, and is supplied in Appendix A. The proof also demonstrates the critical impor-
tance of using Eq. (19) in the dilatation term. Thus, the advection algorithm given above enables strict conservation of fluid
volume while matching (or exceeding) ease of implementation and computational efficiency found in the documented oper-
ate-split methods.

2.3. Transport method verification

There are standard tests in the literature for the numerical verification of VOF transport algorithms. The general method
involves starting with an analytic interface and transporting the resulting volume fraction in a given constant velocity field.
The result is then compared to the known analytic solution. Ref. [6] presents a set of such tests for uniform flow with an
arbitrary orientation and rotational flow for shapes such as circles, crosses and notched circles. A common feature of these
canonical VOF benchmarks is that the test flows have no stretching. This simplifies the calculation of the error metrics but
artificially ensures that the methods conserve mass. All of the split-operator advection methods in the literature (including
the present Eq. (20)) collapse to the simple update:



Table 1
Error results for the circle geometry translation and rotation tests. The metric is the L1 error in the volume fraction as given by (23). The results show second-
order convergence with increasing resolution. N ¼ R=Dx is the number of points resolving the circle.

Error of 100 random translations, Dx=Dt ¼ 1=2
N 8 16 32 64
E 1.5324e�2 4.7428e�3 1.5086e�3 4.2818e�4

Error of 100 random translations, Dx=Dt ¼ 1=32
N 8 16 32
E 1.9208e�2 7.9863e�3 2.6550e�3

Error of one rotation, Dx=Dt ¼ p=6
N 8 16 32 64
E 1.5756e�2 3.7770e�3 9.7135e�4 1.6705e�4

1 Ref
f ¼ ~f fo
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Df
DX
Dt
¼ DdFd for d ¼ 1; . . . ;N ; ð22Þ
for flows without stretching. Thus the present method should perform identically to previous methods for translation and
rotation cases. To verify this (and the second-order convergence of the method), the translation and rotation tests for a circle
geometry are repeated and the results are shown in Table 1. The error metric for these tests is simply:
E ¼
X
i;j;k

fi;j;k � ~f i;j;k

��� ��� ð23Þ
where ~f is the exact volume fraction solution.1 In the table N ¼ R=Dx where R is the circle radius. As Table 1 shows, the current
method is second-order for translation and rotation cases for CFL numbers Dx=Dt ¼ 1=2; 1=32. This is expected since the meth-
ods are effectively identical for flows with no stretching.

To highlight the true mass conservation properties of the proposed transport method relative to existing methods, we
consider background flows with stretching. A simple choice is a corner flow, defined by:
u ¼ x; v ¼ �y; ð24Þ
which has uniform stretching throughout the flow and is divergence-free. Fig. 4 and Table 2 show the results for three advec-
tion algorithms. The first, labeled ‘baseline’ is the advection method with no stretching term, given by (22). The second is the
2D split method of Pilliod and Puckett [6]. The third is the present method, given by (20). Fig. 4(a) shows the starting position
of the circle centered at ðx=R; y=RÞ ¼ ð3=2;4Þ. Fig. 4(b) shows the reference solution, computed using the current method with
a fine grid using N ¼ 64 points. Figures (c) and (d) show solutions using the baseline and current method with N ¼ 32.
Clearly, the baseline method which does not account for the 1D stretching is invalid, resulting in a flow full of flotsam.

Table 2 further verifies that result. In this table, E is calculated as above and compared to the reference solution. The L1

metric is the mean dark fluid loss at each step of the transport algorithm. Defining the volume of dark fluid as V we have:
L1 ¼
1
T

XT

t¼1

Vt � Vt�1j j: ð25Þ
The second loss metric is the total percent change of volume after transport:
Change ¼ V0 � VT

V0
: ð26Þ
The table shows that the loss of volume for the baseline case is around 15%, and not mitigated with increased resolution. The
Pilliod 04 method fares much better, but still features volume losses of around 0.01% even on the finest grid. The current
method conserves volume exactly for every resolution. The corner flow test thus highlights the need for VOF methods to
be tested in flows with stretching. The performance of the second method appears adequate for the corner flow, however,
this velocity field is 2D and the stretching is very mild @u

@x ¼ 1. In a more violent flow, such as the flow associated with break-
ing waves, the conservation problem is more severe. This is demonstrated in the following section.
3. Two-phase flow solver verification

The VOF transport method developed and tested in the previous section is incorporated into a general flow solver to sim-
ulate general 2D and 3D two-phase flows. The solver is then tested for two free-surface flows.
. [6] uses a more advanced metric based on analytic integrations of the color-function. While this is necessary for establishing reconstruction errors (as
r any valid reconstruction) it is not required when measuring the transport error.



Table 2
Error and dark fluid loss for the corner flow test. The L1 metric is the average dark fluid volume loss per unit time and the % change metric is the start to finish
change in dark volume as defined by (25) and (26), respectively. The current method is second-order accurate and is the only method to conserve volume
exactly.

Method N L1 % Change E

Baseline 8 3.0079e�4 14.85 2.0397e�1
Baseline 16 1.4734e�4 14.15 1.9188e�1
Baseline 32 7.6070e�5 14.62 1.9631e�1
Pilliod 04 8 1.4549e�5 0.084 3.8764e�2
Pilliod 04 16 2.7978e�6 -0.036 1.1548e�2
Pilliod 04 32 5.3006e�7 0.013 2.5441e�3
Current 8 0. 0. 4.0853e�2
Current 16 0. 0. 1.1261e�2
Current 32 0. 0. 2.4661e�3

Fig. 4. Contours of f ¼ 1=2 and streamlines for the corner flow test case. (a) Shows the starting position, and (b) shows the reference solution obtained on a
fine grid ðN ¼ 64Þ. (c) Shows the result when 1D-stretching is not accounted for. (d) Shows the result when stretching is accounted for using the current
method with N ¼ 32.
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3.1. Description of the flow solver

The fluid velocity ~u satisfy the conservation of momentum for an incompressible inviscid fluid, given by the Euler
equation:
@~u
@t
þ ð~u � ~rÞ~u ¼ � 1

q
~rp�~g; ð27Þ
where p is the total pressure, ~g the gravitational acceleration vector, and q the local fluid density. Taking the divergence of
(27) results in a variable coefficient Poisson equation for the pressure of the form:
~r � 1
q
~rp

� �
¼ �~r � @~u

@t
þ ð~u � ~rÞ~uþ~g

� �
: ð28Þ
The pressure field resulting from the solution of this equation is used to project the velocity field onto one satisfying the
divergence-free constraint:
~r �~u ¼ 0: ð29Þ
Our basic implementation of these equations follows that in the Numerical Flow Analysis (NFA) code [5]. The discrete forms
of (27) and (28) are posed on a Cartesian-grid covering the fluid domain. Staggered variable placement is used. The time
derivatives are treated with an explicit low storage second-order Runge–Kutta method [5]. The pressure terms are treated
conservatively using central differences and a preconditioned conjugate-gradient method is used to iteratively solve the
Poisson equation. The convective terms are treated with a slope-limited QUICK scheme [14] for stability and accuracy.

In many free-interface problems the effects of surface tension are significant and in these cases a forcing term must be
added to the momentum equations on the interface. Such forcing terms can be based upon the volume fraction f or an inter-
face distance function such as those commonly used in level-set methods [2]. While this class of flows have their own dif-
ficulties (such as efficient determination of the pressure field) the waves in this work are assumed to be sufficiently large that
surface tension is negligible. As such, the sole adjustment to the single-phase flow solvers is the inclusion of spatially var-
iable fluid properties, such as Eq. (2).

Two free-surface standing wave tests are presented here to verify the proper implementation of the new reconstruction
and advection treatments in the VOF method: a 2D small amplitude wave, and a 3D large-amplitude breaking wave.
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3.2. 2D linear wave test

The first test of the two-phase solver is a simple small amplitude standing wave, given by the interface elevation
gðx; tÞ ¼ A cosð2px=kÞ cosðxtÞ, where A is the wave amplitude, k the wave length, and x ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pg=k

p
the wave frequency

(in deep-water). This analytic benchmark is used to assess the performance of the numerical method but it is important
to note that the correspondence is not exact. Firstly, the VOF method is a general two-phase flow solution method, whereas
the analytic solution assumes the effect of the air is negligible and the free-surface BCs may be linearized around the mean
free-surface. Additionally, the QUICK treatment of the fluxes introduces numerical damping on the order of OðDx3Þ, incon-
sistent with the inviscid wave form. Because of these factors, the VOF solution will not converge exactly to the analytic
solution.

We mitigate this discrepancy by using a large density ratio qw=qa ¼ 1000, a small wave height A=k ¼ 0:01, and relatively
fine numerical grids N ¼ k=Dx ¼ 25; 50; 100; 200. The computational domain chosen is a rectangle with width k which ex-
tends above and below the mean free-surface by height k with reflection boundary conditions set on all walls.

Table 3 shows the error E in the volume fraction compared to the analytic solution. The error on the finest grid is Oð10�4Þ
and the error is monotonically decreasing with increased resolution, but the convergence rate is less than second-order be-
cause of the modeling errors discussed above. To measure the convergence rate more precisely, we compare the error at each
refinement level with the finest solution, labeled Eref in the table. The results are approximately second-order and the VOF
flow solver is numerically verified and analytically validated.
3.3. 3D nonlinear wave test

A large-amplitude 3D standing air-water wave is used for the next test. Because this wave is nonlinear, there is no ana-
lytic solution and we instead compare our results with those from existing VOF methods.

The same Cartesian-grid solver described in the previous section is run on a cubic computational domain, with
N ¼ Dx=k ¼ Dy=k ¼ Dz=k ¼ 128; Dx=Dt ¼ 0:05 and reflection boundary conditions set on all walls. An initial doubly sinusoi-
dal free surface, gðx; y; t ¼ 0Þ ¼ A cosð2px=kÞ cosð2py=kÞ is prescribed with A ¼ 0:25k. The slope is well above the Stokes limit
and the three-dimensional free-interface quickly evolves into a nonlinear high-energy breaking wave as seen in Fig. 5.

Four VOF transport methods are tested, the first is a baseline test, Eq. (22). The second two are extensions of the
methods of [8,10,6] to three-dimensional flows. The first (E–E–E) uses all explicit integrations, and the second (I–I–E)
uses implicit integration for the first two steps. These are all compared to the current method defined by (20) and
the results are shown in Table 4. The first two columns give the L1 and L1 norms of the global volume loss of water
in the domain after each use of the advection method. The third column gives the percentage change in total water-vol-
ume in the domain after one period of the standing wave. The baseline gives by far the worst performance, with a net
mass loss of 12% after only one period. The E–E–E and I–I–E results have Oð1Þ% error after one period with I–I–E slight
better than E–E–E. The current method demonstrates conservation of water-volume after each step and after one period
to machine precision.

Note that the results in Table 4 are around two orders of magnitude worse than the corner flow test. There are two rea-
sons for this decreased performance. First, the violent breaking has more extreme stretching than the corner flow. Instead of
@u=@x ¼ 1 the local stretching could be as large as umax=Dx. For this breaking wave test this value is two orders larger than the
corner flow, around 100. The second reason is that the flow is 3D. As detailed in [13], sources of error in these methods
approximately cancel in a 2D divergence-free flow. Lagrangian flux calculation (as in the EI–LE scheme of [9]) is required
for the cancelation to be exact but partial cancelation still mitigates the error in 2D. In 3D the additional advection step
makes this impossible.

In light of these problems it may seem somewhat surprising that the E–E–E and I–I–E schemes are an order more con-
servative than the baseline case. Recall that the baseline case has no stretching term and as discussed in Section 2.2 this
means that the method overfills during advection and requires excess volume to be ‘clipped’ at each iteration. This accounts
for the drastic mass loss in both 2D and 3D tests. On the other hand, while both the E–E–E and I–I–E methods overfill, im-
proper inclusion of the dilatation term also allows them to over-empty. The process could be crudely modeled as a random walk.
By allowing steps to be taken in both directions, the ‘average distance’ from the starting point is decreased but still grows
with the iteration number. The only way to avoid this situation is through exact conservation at each step, as achieved by the
current method.
Table 3
Error norms for the linear wave test. The E metric is with respect to the linear solution gðxÞ, while the Eref metric is with respect to the N = 200 reference
solution. Both are monotonically convergent and Eref shows second-order convergence with h.

N ¼ k=Dx 25 50 100 200

E 1.145e�2 4.399e�3 1.115e�3 9.521e�4
Eref 1.162e�2 3.277e�3 5.921e�4 –



Table 4
Global mass loss measurements for a high slope 3D standing wave test case. The first two columns refer to the volume loss at each step, and the final column
gives the total change after one wave period.

Algorithm L1 norm L1 norm % Change

Baseline 2.53e�3 1.40e�2 12.63
E–E–E 3.03e�4 2.51e�3 1.42
I–I–E 1.22e�4 1.34e�3 �0.81
Current 1.34e�12 6.83e�12 0.00

Fig. 5. Visualization of the free-surface for the 3D wave test at t=T ¼ 0:5. At this time the nonlinear wave has impacted the top of the computational
domain: (a) is the iso-surface of f ¼ 0:5 with contours colored by elevation, (b) is a cross section at x ¼ 0:05 with contours colored by f.
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4. Conclusions

This paper describes the development, verification, and validation of improvements of the VOF method for 2D and 3D
flows. A new method for reconstructing the interface location from a local 3 � 3(�3) set of volume fractions is presented
which requires no inversions, reducing computational costs, and which is second-order for 2D and 3D problems on uniform
or clustered grids. In addition, analysis of the advection equation for the color-function c was used to develop an operator-
split transport equation for the volume fraction which is exactly conservative in 2D and 3D. The new method is simple to
implement and its conservative property makes it ideal for the study of highly energetic free-surface flows such as breaking
waves.
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Appendix A. Proof of VOF volume conservation

This appendix details the proof of fluid volume conservation for the Volume-of-Fluid (VOF) transport equation presented
in Section 2.2 where three basic requirements for a conservative scheme are stated: (1) conservative treatment of the volume
flux; (2) zero sum divergence term; and (3) enforcement of the volume fraction constraint 0 6 f 6 1 at every point in the
algorithm. The first two requirements are easily met (Section 2.2) but demonstrating the third is non-trivial, particularly
in three spacial dimensions.
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The general explicitly integrated transport algorithm is
Fig. 6.
are on
ðf � f0Þ
DX
Dt
¼
XN
d¼1

DdFd þ
Z

X
c
@ud

@xd
dv

� �
ð30Þ
where f is the volume fraction, DX the cell volume, Dt the time step, N the number of spacial dimensions, F the flux of dark
fluid, c the color-function, DdFd the net flux in the d direction, and u the velocity. Eq. (30) has conservative flux treatment and
a zero sum divergence term. The 1D-stretching integral must be modeled with the volume fraction as the color-function va-
lue is not known. Assuming a model of the form
Z

X
c
@ud

@xd
dv ¼ g

@ud

@xd
DX ð31Þ
we wish to chose g ¼ gðf Þ which ensures
0 6 f 6 1 ð32Þ
at all times in accordance with the third requirement above. Sections 2.2 and 3 demonstrate that setting g ¼ 0 (the baseline
method) results in a transport equation which cannot conserve fluid volume in a flow with stretching. Those sections also
assert and verify that setting g ¼ cc , the color-function at cell center, ensures constraint (32) and produces a volume conser-
vative VOF scheme. This appendix proves this asertion by bounding the flux F in terms of the velocity u and local volume
fraction f.

General bounds on the flux of dark fluid F must accommodate general interface orientations and velocity fields. As in Sec-
tion 2.2, we will scale the velocities and fluxes by Dt=Dx, making them local Courant numbers. To simplify the initial analysis
we first consider only the flux through the right face of the cell when transported by a positive velocity. For this case the
lower bound on the flux of dark fluid is
F P maxð0; u� f̂ Þ ð33Þ
where f̂ � 1� f is the volume of light fluid. Fig. 6(a) illustrates the lower bound, which states that if u� f̂ > 0 then at least
that volume of dark fluid is fluxed. For instance, if u ¼ 0:4 and f ¼ 0:9 then f̂ ¼ 0:1 and F P 0:3 regardless of the interface
orientation. The upper bound for the same case is
F 6minðu; f Þ ð34Þ
which is illustrated in Fig. 6(b) and states that the flux must not exceed the lesser of f and u. For instance, if f ¼ 0:1 and
u ¼ 0:4 then F 6 0:1.

Eqs. (33) and (34) are valid for any interface orientation and positive velocity on the right face. The next task is to extend
these bounds to more general velocity conditions. The first case is simple; when the left face velocity is negative the same
bounds apply with negatives multiplying the velocities. In the case of a negative right face velocity ðurÞ or positive left face
velocity ðulÞ the flux depends on the unknown volume fraction of the neighboring cells, and the tightest available bounds are
0 6 jFj 6 juj ð35Þ
Expanding the analysis to consider the net flux gives four general cases: (a) ur;ul > 0; (b) ur > 0;ul < 0; (c) ur < 0;ul > 0, and
(d) ur ;ul < 0. The bounds for the net flux DF � Fr þ Fl in each case are derived by combining (33)–(35) as appropriate, giving
Illustrations of the lower and upper bound on the flux F of dark fluid for positive velocity components on the right face. The fluxes in these examples
the limits of bound Eqs. (33) and (34) ðF ¼ u� f̂ and F ¼ f Þ but the bounds are valid for any f ; u and surface orientation.
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caseðaÞ �minður ; f Þ 6 DF 6 ul �maxð0;ur � f̂ Þ ð36aÞ
caseðbÞ �minður � ul; f Þ 6 DF 6 �maxð0;ur � ul � f̂ Þ ð36bÞ
caseðcÞ 0 6 DF 6 ul � ur ð36cÞ
where case (d) is the same as case (a) swapping ul and ur . As the cases are equivalent we do not consider case (d) separately.
Note that applying (33) and (34) blindly to case (b) gives
�minður; f Þ �minð�ul; f Þ 6 DF 6 �maxð0;ur � f̂ Þ �maxð0; ul � f̂ Þ ð37Þ
but this bound is not tight. Combining it with �f 6 DF 6 0 results in the bound given earlier.
As stated above these bounds are used to test (30) against constraint (32). In other words, we determine if
fo þ DFmin þ gður � ulÞP 0 and f o þ DFmax þ gður � ulÞ 6 1 ð38Þ
for all u; f and some choice of g. First we choose g ¼ 0 which give the ‘baseline’ method. Substitution of the bounds on the net
flux from Eqs. (36) into these inequalities and setting g ¼ 0 results in bounds which must be satisfied for the ‘baseline’ meth-
od to conserve fluid volume,
f0 P minður; f0Þ; f̂ 0 P ul �maxð0; ur � f̂ 0Þ ð39aÞ
f0 P minður � ul; f0Þ; f̂ 0 P �maxð0;ur � ul � f̂ Þ ð39bÞ
f0 P 0; f̂ 0 P ul � ur : ð39cÞ
For example, the first bound states that if f0 P minður ; f0Þ then case (a) cannot over-empty the cell. This bound holds for any
f0 and ur and therefore choosing g ¼ 0 never results in over-emptying due to case (a). However, the second and last inequal-
ities cannot be enforced because ur can be either greater or smaller than ul. For example, in case (a) if f̂ 0 ¼ �; ur ¼ 0:1 and
ul ¼ 0:3 then the cell is allowed to overfill. A time step restriction will reduce the Courant-scaled velocities but cannot en-
force the bounds for arbitrarily small �. Thus, the baseline case without a dilatation term allows overfilling and does not gen-
erally conserve fluid volume.

Next we naively choose g ¼ 1 which gives
f0 P minður; f0Þ þ ul � ur ; f̂ 0 P ur �maxð0; ur � f̂ 0Þ ð40aÞ
f0 P minður � ul; f0Þ þ ul � ur ; f̂ 0 P �maxð0;ur � ul � f̂ Þ þ ur � ul ð40bÞ
f0 P ul � ur ; f̂ 0 P 0: ð40cÞ
Now the first and fifth inequalities are not enforceable. For example, if f0 ¼ �; ul ¼ 0:3 and ur ¼ �0:1 the cell becomes less
than empty. Thus, choosing g ¼ 1 allows a volume to ‘over-empty’ due to excessive modeling of the 1D-stretching term. Sim-
ilarly, choosing g ¼ f0 results in case (a) bounds given by
f0 P minður; f0Þ � f0ðul � urÞ; f̂ 0 P ur �maxð0;ur � f̂ 0Þ � f̂ 0ður � ulÞ ð41aÞ
neither of which can be guaranteed in a general flow, resulting in both overfilling and over-emptying with this choice of g.
As discussed in Section 2.2, the natural choice for g is the cell centered value of the color-function c as it derives from a

volume integral quadrature. In this case
g ¼
1 if f0 > 1=2
0 else

�
ð42Þ
To use this g, we split the cases based on the value of f0; where f0 6 1=2 we use the notation f�, and where f0 > 1=2 we use
the notation fþ. From Eq. (42), we see the bounds for f� and fþ will be similar to those given for g ¼ 0;1 above. However, the
unenforceable bounds in those cases now include restrictions on the values of fþ0 and f�0
fþ0 P
1
2

P minður ; f0Þ þ ul � ur ; f̂�0 P
1
2

P ul �maxð0;ur � f̂ 0Þ ð43aÞ

fþ0 P
1
2

P ul � ur; f̂�0 P
1
2

P ul � ur : ð43bÞ
which are all achievable through a time step restriction.
Effectively, the use of g ¼ cc activates the dilation term only when there is a sufficient amount of dark fluid in the cell to

assure no over-emptying. This result is easily extended toN spatial dimensions by further restriction of the time step. A Cou-
rant restriction of the form

PN
d¼1judj 6 1

2 for cells on the interface guarantees the bounds (32) are met at all times resulting in
exact conservation of volume of both dark and light fluids.
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